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Welcome & Introductions

Goal: To define a consensus process on what needs to be done.

Sharing of projects, perspectives of others.  Need to get things out quickly.  Near term goals are important.

Workspace Overview, Scope & Needs

Hear about other projects

Hear what others said during meetings

Learning what other projects are

Interacting with the domain

Intra-group coordination

Develop an action plan for moving forward

Common understanding of where we are headed.  Need to understand the scope.

Definition of workspace

Tasked with coming up with architecture vision.

There is room for proof of principle, need to identify prototype activities

In a class by ourselves

Need supporters.  Government rushed this out.  Might not have been optimal, but spirit of this is a startup company as opposed to multi-year research effort

Our purpose is one of collaboration not one of competition.  There is no negative impact on contract funding.  No jockeying for position.  People will not get higher dollar amounts.  Success measured by spirit of cooperation and how you contribute to the workspace as a whole.   A collective flow for success is necessary.

Must form consensus even though everyone is bright and aggressive.  Must collectively decide how to deal with this.  Individual contributions are important even though consensus is needed.  Must accept guidance of oversight board and master contractor

Will need some follow-up focused meetings. Look at using various technologies to keep in touch and stay on schedule

Performance—do what your contract says.  Don’t make agreement and take the $ and then do what you do w/grants –do something else.  This should not apply here.  If you have something already dev bring to table.  Contracts are for the new stuff---the things that haven’t been done before.

Support the vision---this is critical---NCICB can’t run around and crap the whip at 50 ca centers.  Work must get done.

Deployment is the responsibility of the domain workspaces, but it is our (architecture workspace) responsibility to make it work---our specs will make it work---we must be vigorously engaged.  

Needs driven---talk to domain workspaces to sample ideas with respect to arch.  Must have relationship with vocabulary workspace/CDEs

Potential products—line up with what we see as important and line up w/these projects

Prototype necessary

Formal guidance on standards will be needed.

Q:  Global grid forum—life sciences grid---how will this affect that?  If members are involved In that activity and they are developed this workgroup could use these tools to see if these things will work, publish findings; communicate this back and get involved ; don’t see workgroup fuses activities with other groups yet due to timelines we’ll be faced with.

Current NCICB Architecture: caCORE

Things we have today where this is possibly going.

Supporting initiatives.  In last year have moved into clinical trials management

EVS, CDE mgmt system

EVS—2 voc themselves, alos manage outside voc and working with other groups to dev voc

NCI thesaurus—fairly broad in cancer domain.  Developed in framework for description logic

Using prop software to host voc---looking at different strategies to open up

NCI metathesarus—bigger more cancer focus—over 50 vocabularies, lots of synonymy 40k+ distinct terms for ca—dictionary thesaurus

CaDSR----CDEs---related but separable vocabularies,  will use some structured metadata that will need to be explained to people.  Define questions and answers—come from controlled vocabularies.  CDE describes what you will use in your voc,  used from clinical trials.  CDEs are a way to improve things

Researchers are dynamic and people who ask questions want to ask different q and versions---CDEs have versioning.  Valid @ study launch date need to be valid throughout the study.  Real-time CDE development going on at NCI.  Not released in batches dynamically updated every day.  Versions are controlled.  Evolve individually.  Sites need to track what version they are using at what point in the study.  Have not defined cde process yet for caBIG.  Currently requests are handled quickly and turned around quickly (2 wks)smaller types of things one day.

Enterprise vocabulary clarification----what form of cancer did patient present with?  You would use a description data form that provides a pick list.  Can’t use a 7,000 pick list, but this is a way of creating a CDE for the valid value.  An aid to someone putting in application---give me the definition.

Metadata---how to define---NCI to pick a standard iso/iec 11179 selected as the model.  Takes time to absorb.   CTEP has a concept---everyone part of this is part of that context.  Several contexts---DCP, cancer imaging program---all in caDSR

Must specify the values outside of uml

caDSR—to support clinical trials added forms and protocols.

Each component has ID +version; browser helps get info back out, creating a new form for this to get information out; a number of interfaces for this.  

caBIO—rational rose for uml; java for code generation--- will migrate to Poseiden and open source axgen for code generation—this is a low cost tool kit in comparison to where NIC is today.

Arcitectureh is j2ee

caBIO apis---java, saop, http-xml—must learn query format

API supports nested queries without sql.   Sql is not an api language.  caBIO has most of the power with java methods

BIOgopher==new app for queries in excel formats 

Formal releases for caCORE next one in May

Once you have all apps, how will this all work---systems using CDEs now, changes are not made until metadata mgr makes the changes.

Exploring a Grid Enabled caCORE

Researchers challenges are trying to locate the data sources and understand them as well as explain them back to the individuals and process it back to the appropriate parties.

caBIG want sot resolves these challenges

Data source sharing platform.  Data source owner will have full control over the data—when, where and who to share.

Will provide grid enabled applications for necessary enabled grid applications to plug into grid in such a way so that people don’t need to know where data is coming from.  Grid enabled applications can be queried through the common

Prototype roadmap—inception phase  use case development, preliminary arch for prototype

What’s been accomplished so far—stakeholders NCICB---use cases developed 1.)Installation & setup, 2) mapping & advertisement, 3) discovery and query.

Mapping & advertisement---can map their own database into ---share bio-data or any database

Discovery & query---provides ability to query in different ways.  Different abstraction resources

Developing 6 months prototype effort—June 04

2 different remote sites, NCICB w/caBIO and remote site in Boston w/caBIO and external database

Evaluated other technology---did top down analysis

As part of prototype will you develop some type of standard query mechanism---in prototype 1 will use the one developed, in future prototypes will sue other query versions.  

University of Chicago

Completely on board with the efforts.  Better enable collaboration and communications

30 years to get the internet to where ti is today, but grids are moving much quicker---in about 10 years.

Access gird aimed at tying groups to other groups.  250 systems installed since 99

Grid technology used with SARs in Taiwan 

High level shared workspace tied to the grid

What bio grid needs to provide---scaleable compute & data beyond what is avail locally goal is to empower researchers 

Grid stack—applications, application toolkits, grid services(middleware) grid fabric (resources)

Driving biological problems---integrated bio information tools—bio grid services---standard grid software---distributed computing resources

Core bio grid services---bio application services

Pipeline---are able to use resources and can also talk to visualization services

Drill down even further have kernels, analytical plug ins

3 bio grid services:  collaboration—shared event channels, venues for sharing & storing state, real time media  2) data—peer to peer updates & synchronization scientists want their own data; access to large scale shared databases 3) compute---scripting interfacing to grid resources, tools for workflow management

High level requirements

Different than in the field of physics---match the tech infrastructure to the modes of the scientists, services rich environment, bio applications neutral.

Cancer bio grid doesn’t need to be different than other health grid---Alzheimer’s

Single sign-on---had some security issues that cause doubt w/pki, getting certificates, notion of a certificate and that they had to take of certificate.  

Georgetown:

Challenges---interconnection---data storage & sharing 2 tool creation & sharing ---sharing will fall to arch---computations research sharing, centralized authentication mechanism.  Biologist aren’t going to want to worry about the computer in the background

Every center maintains its own data.  No universal mechanism ---researcher wasn’t to look at his own research, tunnel down to data

NCI establishing central depository and every one would copy down to that.  Not everyone would agree with this and many would not want to download their info to this,

Tools are widely distributed---collect a wide range of tools---NCI collect all---we are aspiring tot something higher here.

Computation resources are widely and unevenly distributed---resources are constrained.  

Georgetown solution---the tools—open source unified computation grid way to go.  Access grid could serve as this.  Portal with an open back end.  Some access granted on backend, but some by the global toolkit.  Certificates can be optionally stored in the database.  Researchers who do not wish to use the database can use 

Login will grant access to metadata tables---logon to one web page to data to toolkits to computational research,  collect results submit the results, source code available for scientists

Upload to central depository and tools can help with the job

Login allows access to computations 

Georgetown came into grid via computations

Resources posted to portal and can be matched to grid, centers will always have first priority to their own resources, but other centers can have access when not in use.

Would use the following toolkits—globus, condor, mysql or postgresql, apache, linux os, ganglia, oscar, locally developed tools, locally developed middleware.

Training plays a big role.

***Set up globus grid as a platform to create all other work, set up certificate and other globus tools as they become available---start w/several ca centers 1st then bring others in as we prove it works.  

If everyone agrees that globus is the way to go it allows us a platform that we can drive everything else on.  At least a few cancer centers should have this installed in short order

Once loaded should have a portal to upload, store and test and write scripts to populate metadata tables.

Build and test between globus and portal grid allow for testing and querying.  

Would like to be involved in training*** Georgetown does a lot of this already in use of computing tools

Prepare support and create computational core established at Georgetown using globus trying to connect to national grid projects.

Project Sentinel—progressive ER environment and replicating it at 7 hosp and grid enabling the databases

Grid enabled collaborative teaching environment SURA—use the grid to teach building the grid

Spiderweb—NCICB, LCC, University info services

Want to start with couple of cancer centers---phase 3 trails are run at many centers shouldn’t this be rolled out to a larger audience first?  If we force this architecture can cancer centers support this kind of architecture.  Can each workspace identify a candidate project for what arch group wants to explore from this workgroup

As soon s group can get to know one another and bond together the more successful we will be.  Georgetown is open to having visitors and would like to visit others also.

If groups adopt globus grid solution it will allow arch to spread rapidly.  

What type of metadata is provided at runtime---metadata from Georgetown opposed the IBM approach, xlm wrappers, part of the researcher that are using it  database to database mapping.  Need to authenticate the databases.  Authentication at the grid services level needs to be developed.  If we can build an authentication data

Opinion of where identifying management/authorizing people---looking for guidance from caBIG workspaces we will have to work through this---strong recommendations from clinical trials database who can grant this and what should be grated to who.  Once we have that guidance in hand this group can work through the technology end of this.

Washington University

{Had difficulty understanding the speaker.  Recommend-using slides}

Client server apps & web based tools---web based allows simple queries

Would data be replicated across databases—yes how to get data to your node

Why isn’t the exact routine run at all of the databases.  Engine could be busy at the time that others are trying to use the routine.  

When you want to use federated data you would not be able to run jobs at the same time.  Might not be able to run the jobs real time.  

Some of us are doing the same things over and over again.  Strategic architecture is needed.  Let’s identify what each is doing and get it in the caCORE somewhere.  

Interact with other domain workgroups to get information that they view as critical to their workgroups and begin to develop this.

Some people will have huge amounts of data and little computation others may have little data that needs huge amount of computation.

Investigators struggle with getting one answer today and another answer several weeks from now---how frequently updated---different from a user perspective versus a systems perspective.  Is data adequately defined?  Would have to 

Need to describe the resource allocation issue.  To certain extent will be constraints.  There is no one size fits all grid there is enough commonality for developers to get info from one source or another.

Cold Spring Harbor

Do basic research there, not a large center.

What do we need to share, want, can, will, scope of what we will share.

Need: Common semantics, access & transport mechanisms—very difficult to interoperate within the same organization, driven by the data

Want:  locally developed databases, communications (talking to one another), applications, preliminary data.

Scope: sum of what we need to share, want to share.

Interoperate within existing architecture

Many types of hardware, many types of operating systems, many types of software, many types of computing paradigms, networks are very varied as well

Should this be web based, data normalization important, extensibility.  

Architectural features:  interoperability, scalability, communication, security, topology, business continuity, promotion

Go with the assumption that most cancer centers have typical internet 1 connectivity between sites, will this preclude sharing of large datasets—yes

Xml makes things too large---this may not be the right thing to do.  

Domain workspaces will need to get something up and running quickly due to the contractual nature.  What we define here for year 1 will probably change by year 3.  We would have gone through some prototypes that will provide us with more use by year 3.

What are some of the use cases will we have to solve for ourselves.  Can we classify what the categories are?  Develop the list of problems to solve and arch to accommodate.  Take list to domain and ask them for projects that fall into these.  Then break these down into smaller parts to break down into an architectural component

Define the scope of the problem tomorrow.

What type of applications that came up in other workspaces?  Ask for these.  What is the approach to engage the domain workspaces.  
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Today’s Agenda:

Scope priorities and tasking this out for this workspace

Duke:

Working as a software developer.  Perspective is as a developer what would expect to see from this arch.

Speaker believes that most of group believes xml is the way to go, but realize the problem in the big size of information.

Want it transparent for developers—that’s why he believes xml would work

Need for web services and how to connect them.  Wrapping wrappers around it and parsing out.  Web browser has been the most common access point.  Web service surely works for our purpose.  Need a lot of procedure working together with one another.  This is needed for biologists.

How to make this happen?  Designed for people doing electronic business—BPEL4WS (XLANG+WSFL by IBM) & wsci (SUN ET AL.)  

Currently working proteomics and metabolomics.  Other cancer centers are also moving forward with the same thought.  Need a common data structure.  There is a protein standard initiative that is in the very early stage.  Would like to share their experience with other groups.  

Have procedures to id false positive peaks.  Want to have a clear definition of raw spectrum for peaks so software can work together.

Basic science researchers are concerned about the total pathway representation.  Need a formal representation for ontology. As we are developing tools to simulate pathway, if a timely ontology is present this would be a solution.

Web service repository necessary.

Grid services—participated in portal working group for NC bio grid project.  There are times this is very busy.  Would like to see more grid enabling to see how this really works.  To access data and computational services.  Don’t want to go to have this loaded on their hardware but have the service avail elsewhere, would use.  Would like to see amore formal discussion in this arch group to move this forward.

AVAKI used what was your take---in it’s infancy when they started to use it.  AVAKI came to them a lot but it was breaking a lot so it wasn’t a very good experience.

Pre-release indicated Duke was sponsoring a cluster will this be available to the larger cancer community.  This cluster is very busy and is saturated quite a bit so not really certain if it would be available.  Suggests to buy CPU and buy into it that way.

Are all coming out with different arch for different formats---can push easier on standards

Data and computation grid is necessary-----Peter:  this is not the way that we want t go, it would not be wise use of efforts.

Ohio State

Getting involved in the sorts of activities that have been talked about here.  For the past couple of years ou has gotten involved with many of the things that are being talked about here.  

State of Ohio got tobacco money---dean indicated that he wanted to use the dollars for bioinformatics.  

Some of the work to support this initiative—grid federated databases; developed system to handle distributed metadata mgmt---can specify things by name and; grid based storage service (MAKO, active ProxyG); execution run time; national middleware

Take what works from the cancer grid community and use it so that it works.

Specifics involving metadata mgmt: global model exchange, metadata and data instance management MAKO; xml based---transferring between technologies

What is a mechanism that contains enough data that works.  Look at this as a group and see if this will work for our purposes.

What attributes should be on the edges

Distributed databases can create a database using the xml schemas so that new data can be entered and maintained 

Is there a part structure t the data that this represents---do these fit into a common structure or is it more ad hoc than that---we’ve focused on the schema that uses name sources.  Not proposing that this is not what we should use right now.  I think the stuff we have that we could use we don’t want to use.  Put on the table one possibility that could possibly be adapted to this.  

Formal approach to decentralize metadata mgmt---very possible and useful, but fairly laborious benefit that harmonization –decentralized activities---this may be something we want to discuss.  

Inevitable that there will be a certain degree of hierarchy given group will have dibs on defining.  Participate with Calgb studies---enough local overlap between these studies---it is silly to go through and describe how to handle the local data and how to handle for the larger consortia---they have different data needs

caBIG will help to chip away at this philosophy and this is exciting.

Sample global model exchange—received a combination of responses---semantic grid is much more interesting.  Can establish your own dialect.

Size of xml---defining a type or class and this is not rocket science, don’t have the symbols to describe every structure ---the global model exchange can be used as you don’t have to send every message.  

Distributed data base info---think through what sub-instance should stand up.  You want distributed databases and support certain queries. 

Instances can come from a lot of places.  We want a line in buy into will home brew weird stuff without looking at what anyone else has done---will buy something that someone thinks is wonderful for millions of dollars.  This group will be responsible for doing that for caBIG---need to be innovative and 

Large scale data analysis and medical mgmt----business of CDEs gets worse and worse as you look at it, huge numbers of variable and people do capture this but this is a tough problem---analysis of large data sets.  

Clusters w/a lot of storage is not that expensive.  Idea that you can’t do anything with large images is not really an excuse because -----

Workflow generation and clusters 

Key part is metadata you must define what is in the files---have implemented this.  

Virtual slides cooperative study support CALGB cooperative studies.

In nsf middleware are there any folks that don’t see GLOBUS as the solution.. GLOBUS and AVAKI were in a consortia study together.  GLOBUS being pushed federally.  Will need some sort of standard and GLOBUS seems as good as any out there.  Will stuff that comes form global grid work stick---there is so much of it,, I would think some of it would be useful.  GLOBUS is more of a branding.  At the moment a lot of it is called GLOBUS---there are a lot of tools funded under the GLOBUS name.  Some of the tools seem very well thought out and useful.  There a re a lot of good people in those groups.  

UPMC

Create accessible

General comments on UP’s overall goals—they are proposing different projects in other workspaces.

Arch goals---create a framework.  

Clinical info system—Cerner (UPMC) and clinical research users (UPCI)  (most are java based)  also use oracle forms.  communicate between the two through hl7  Data that is extracted has a means to comply with HIPAA

UPMC internal network pcs

Web servers

Applications servers

Database servers

4 projects being presented in domain workgroups---mature systems: clinical trails management app & tissue banking system and organ specific

clin trials since 2000 supports wide range of users houses over 250 protocols and data from over 1600 pts.  Data access server written in java, communicates with oracle, user level is also encrypted use crystal reports

tissue banking---designed to manage the inventory specimen tracking allows samples to annotated using .  view is organ specific created by oracle forms.  Look at aggregation and summary data within their project.  Used at UPMC and 15 collaborative institutions.

Some written in java and stored in the database includes primary and metadata.   Construction of the form is extracted from a sep database.  Oracle provides a tool for how this data is extracted.

Shared pathology information network---distributed and peer-to-peer database built with Jboss/sevlet middleware and MYSQL on the back end.  One communicated with web and another through the other database.

Two types of query responses supported.  1—return of actual reports and 2 

Pathology reports that are coded foes in here and requests that require re-cuts of specimens.  There are 3 nodes up at the moment.  Free text umls based concept extraction---includes a reports section chunker that breaks report into chunks; written in java incorporates Gate.  Written for umls currently working on way to archive.

Key lessons learned—get software in the hands of users as quickly as possible---you get something in their hands so you can begin making improvements.  Software that affects workflow is the kind that is viewed as disruptive

Developers tend to gravitate to familiar tools in med setting these are not always open source.

UPCI is involved in many workspaces.  This may allow us to generate fairly quick discussion among others.  May be able to use leverage with other and implement the recommendations with the other groups—

Communications between the two groups is importation---documentation coming to arch group and critique is important---need to have a turnaround time for response and critique policies on how these communications will occur and guidelines around these communications for turnaround

On line asynchronous discussions, conference calls sparingly, online documents and critiques accessible to all workgroups  periodic meeting possibly open source sprint type over several days, 

Concurrent meetings or rep at domain workgroup meetings.  Should we pursue explicit connection with other standards groups.  

Mentioned sharing of tissue---has piece that is dealing with HIPAA blessed this and IRB blessed this as well?  These issues will continue to be worked out.  Submit these as a strawman to IRB so they get feedback.  They are in contact with the IRB over the development of this.

PHP project free that can be posted on web

Fred Hutchinson

Overarching sharing of data---in different stages have researchers pulling the data and then publishing that data so that queries could be utilized to 

Development principles that we work under are consistent—road map driven—reference arch that has an understanding that all elements are flexible, this allows us to share as much between groups as possible, design is scalable, allows for a variety of technologies, try to be as open source as possible.  

The problem today is how to manage all that data, populate that data parse it out, sequencer that was used, found several gains from productivity   Operated web site in a way that they can share some of this data, someone can download the sequence and the quality as expressed through software.  Information can be expressed through the web page.

Rapidly develop a system and have a data element

GeMS arch---have something that is easily added on to.  Java app server---data source side file storage service---through—messaging.

Have gone through a prototype and are now harmonizing it. How can they take a subset of this and share it with others?

At the end of the day you have a local database.  How to export data from local database and export it into a larger grid for further analysis.  Focus on an export server as an publication control system.  Generalize-able and make it generic enough for other domains.  How to take local data and export it to another database.  We see this as a way to step into the caBIG.  We believe we’d feel comfortable with this approach

Safe export, exporting the schema, mapping tools, documenting the schema may be some auxiliary data that may need to be merged to export the data.  Must be access case compliant.  Our way of stepping into the grid.

How to go from the query side to reach out to data queried sources and work them into the query.  

Mini caBIG  consortia with 30 institutions edrn finding a way for researchers to access other data from other centers around the country.  Info associated with the specimens.  After you find the specimens need to reach out to those that manage specimens.  9 facilities  do you bring all data to a central point or leave it where it is.  Leave it where it is so that you have the most up-to-date info.  Wanted a system at the sites they could implement once and then forget.  Not having to implement this repeatedly.  A lot easier to get access to human subject data than to send all information on human subject data to a central location.

Individual at the sites must wrap, have develop tools to help them code at their own sites.  Individual person centrally can look at the codes have a portal that anyone can access, create  a query that anyone can access.  Info is available at a high level on what is available.  Profile server selects the appropriate site that has the info

Technology created in java.  Everything ssl for security.

Have this middleware---OODT middleware.  Used in space program---from here goes to data repositories.

OODT framework object oriented data technology ---archive component, profile metadata component, data project exchange component, query service component

Reference arch—developed a concept and have been working to validate this.  Have an abstractive service.  Tried to abstract what could be useful at other sites.  As we provide immediate services we can go back and generalize items more.

Looking at togaf from an arch technology---are you using it?  Has some good ideas, but would take a good deal of time and effort to get into this.  We are not doing this now.  

University of Wisconsin

No one here

Open discussion

Based upon presentations heard have we aired out the major topics that need to be addressed.  Is there something that has been un-addressed?  

We need to go to other domains to see what they think we should concentrate.

What do people think about semantics?  How does requirement align itself---semi-automatic automation tool.  Get the existing data into the sources you want good tool to specify the definitions.  Move back up the stack, you will see that not all the metadata is fully defined for some of the other technology areas.  Automation of interface is a key thing.  With new imaging methods curation and tools to make it relatively easy to use.  Separate the systems and develop the mechanisms.  A key part of modeling this is the process of how the system is updateable.  We need to understand the process of definition.

Hutchinson is already working on how they are targeting updating CDEs.  How did CDEs get developed.  Researchers agreeing on things, but one central person pushing this hard.  Others were developing data and had a vested interest in developing CDEs form the start.  Developed an arch pattern for someone to use in publishing .  The items developed are items that are needed.

Related point---a couple of grid projects, small number of data element, large integration projects—trying to develop a cross section of both of these.  Needs to accommodate both.

Mapping of local data elements across domains different depending upon the domains.  Drilling down into the metadata.  You are able to drill down into the data.  Information is there.  One domain is epi risk factors, tissue banking

Metadata is used in 2 ways.  Using the same word in 2 instances.  Work with researchers to develop the metadata.  The work that researchers are doing must be elevated to the grid.  

Early disease identification

Focused a lot of discussion on metadata what typical use cases do you see being used?  Scheme of name space version control management still have the curation.  Annotate metadata and track it—what are all the annotations?  Who is the authority for the namespace?  

You have to make data elements as common as possible.  These must trickle down to research projects.  Scientists have always spent time looking at this.  Put what is compatible comparable.  Don’t reverse engineer from the data set.  

Disk space is cheaper so you can keep lots of version of things.  As long as arch makes the ability to store data, you are able to go back and use the data once the rest of the industry has caught up.  Can be used later.   

Definitely a cultural thing in the scientific community.  Scientists want to define what data means quickly and use it in your work flow.  

For human studies you will want to curate the data in a much more compulsive way.

Communication

Ways to coordinate as a workspace and given the unique mission of this workspace how we are going to interact with other workspaces.  

Frequency of mtgs/subgroups within this workspace

Quarterly mtgs telecon & face to face

Subworking groups 

Tech thrust & application thrust

Agenda/tasks:
Engagement tasks/workspace prototypes structured communications recommendations

Consultative coaching or support

Evaluation of technologies on path to adoption

Translate into a cookbook on how to do it all

Action Items
description delineation of tech thrusts and workgroup processes across domains  ID gaps

ID tools for collaboration Training AI

Sharing of slides webmeeting

How do we share our technology, knowledge intellectual capital example workshop web meetings, engineering best practices.

Groups to form under technology thrusts (Consensus)

1. APIs, query interface, exposed data/metadata structures, grid service interfaces 

a. API—definitions, how to query, how people interact with grid, how to interface/metadata defn languages/how to interface    

b. As data space grows how new

2. Model, metadata, management, data mappings, ID mgmt, data and model change control

a. How to manage models, metadata, changes in models, data mapping

b. Identity management--people/entities

3. Runtime technologies, service advertisement, execution of grid queries, messaging

a. Run time--actual technology services; service advertisement, execution of grid queries

4. Security/authentication/authorization patient id, honest broker—functional requirements

a. Security/authentication/authorization/master patient index (pt ID)  (more functional level)

b. Definitive identification—you aren’t supposed to get something unless you have the proper id

c. De-identification

d. Much granularity is needed of data

e. Needs to leverage the other groups as well

f. The ability to tritrate who sees what

g. Honest broker

h. Annotation service asso

i. Technology 

5. Software development best practices, tutorials, testing, communications, standards adoption

a. Software best practices/tutorial/communications/uphold standards (functional)

b. Coding and testing standards

c. Honest broker

Across all groups:  Reference 

Next Steps

Awarding of master contractor.

Each area will have to have a meeting with domain workspaces.  Should meet internally first.  Should first meeting take place with domain workspace with one individual.  Workshop w/a few reps from each workspace talk to other workspaces to determine when this would be appropriate.

Each group should think about what their agenda is and a statement of what they are after.  We should get sim statements from them ahead of time.  We’ll need to mesh priorities of other workspaces also with our group.

Communication—Use Forum will need additional collaboration-ware (work with training group).  Create separate subgroups/folders (5) and a general site.  Extend centra---Peter’s action item.

Quarterly meetings:  aligning Quarterlyly meeting with reference implementation milestones—how frequently go through this---group felt it was too soon.  

