caBIG Workspace Developer Project Form

Developers, please complete this form in advance of the caBIG kickoff meeting and return by e-mail to adamsm@mail.nih.gov.  Completed forms will be made available to all participants in advance of the meeting to enhance workspace discussions.  During our conversations with you, we expressed the aspect of your program that we would like you to develop in the first year of the caBIG pilot; it is this we are asking you to address  - here and in your presentation.

1. Sponsoring Cancer Center:  Siteman Cancer Center
2. Workspace:  Integrated Cancer Research

3. Project or Activity:  
a. CHIPDB
b. Chip Import Utility

c. Web Tools

d. Function Express

e. Mutation Viewer

4. Workspace needs the project meets:  

a. Gene Annotation
b. Microarray Analysis
c. Mutational Profiling/Re-sequencing
5. Stage of project maturity (Conceptual, early beta, regular end-user use at parent center, regular use in the community):  Early beta
6. Technical details of Tools

a. Software Architecture (These will likely be preliminary)

i. System design:  Client-Server (2-tier)
ii. Component details:  

a. CHIPDB:
The first major impediment to the combined analysis of microarray experiments is the ability to share data across different investigators or groups. In CHIPDB, security is built in such that access privileges to other investigators or groups can be assigned or revoked at the level of the individual chip.  We are currently re-configuring the CHIPDB data import and export capabilities to be MIAME/MAGEML compliant, so that data from different types of array platforms and other technologies (e.g. qRT-PCR) may be analyzed simultaneously. We have linked probesets on different microarray platforms to standard identifiers (Accession Number, UniGene ID, and/or LocusLink ID and HomoloGene), thus allowing CHIPDB to automatically link orthologous genes from different array designs of the same or different species.  Currently, we provide automated annotation for probe sets from 52 chip types representing human, mouse, and rat genes, which facilitates studies across different species.  CHIPDB also groups probesets together based on their co-association in biological pathways, ontologies, and networks using categories and information from Gene Ontology, chromosomal localization, UniGene EST-based tissue expression, and PubMed-based literature co-citations.  CHIPDB performs automated weekly updates of UniGene, LocusLink, HomoloGene, dbSTS, dbSNP, OMIM, Gene Ontology, and PubMed to keep pace with the changes in genomic information necessitated by the flood of new data. 

b. Chip Import Utility (CIU):
This utility imports numerical text data (chip data generated from microarray chips) as well as primary image/analysis files into the data warehouse. It automatically sends an email notification to the owner of the chip (investigator). The Microarray database curator is responsible for running the CIU application.  CIU is a GUI based tool written in Java. The UI allows the database curator to create new experiments, investigators, samples and chips. Once the experiment metadata is entered, microarray data can be uploaded into the data warehouse. The imported microarray data includes the raw image file, the primary numerical GeneChip file, the experimental information file, and an open-format flat text file containing the numerical data.  Appropriate database schema is defined to manage user privileges and roles, thus providing data security.

c. Web Tools: 

We provide web-based tools that allow investigator to download chip data with annotation, to give chip privileges to other investigators, to view gene annotations, and to facilitate the dissemination of chip data after publication. These web pages are deployed at the Siteman Cancer Center server (http://bioinformatics.wustl.edu). The web pages also provide permit external users to register themselves, download the published data sets, and view gene annotation.  This web application is based on J2EE technologies. The system follows 2-tier architecture, separating out the GUI and the controller. A servlet controller intercepts all incoming requests, while the presentation of data is done by JSP and HTML.  We are moving towards an  n-tier architecture to distinctly separate the three levels in the MVC (Model-View-Controller) design pattern. An object-relational mapping tool, Hibernate, will be used as the layer for persisting and discovering objects to and from the database. The middle tier will consist of core system objects, common objects and application specific objects.

d. Function Express
The powerful features of our CHIPDB database are leveraged by the data mining and visualization capabilities of the Function Express (FE) software suite.  In Function Express (FE), gene annotation data is accessed on demand from CHIPDB and can be coupled to gene expression data sets that are independently loaded from MIAME compliant data warehouses such as GEDP. Using FE it is possible to perform complex data queries using both expression and gene annotation data.  For example, with FE it is possible to: 1)Visualize expression of all genes that are transcription factors located on chromosome 1p and that are down-regulated in tumor samples relative to non-malignant tissue; 2) View expression of selected genes across different experiments conducted in the same or different species on the same or differing array platforms; and, 3) Display literature-based gene to gene co-citation networks for over 500,000 gene names representing almost 200,000 distinct LocusLink IDs by automated analysis of abstracts from over 12 million articles in PubMed. With the combined CHIPDB/FE platform, the ability to access data from multiple sources for combined meta-analysis becomes straightforward, thus increasing the analytical power of many of these studies. Through this platform, it is also possible to seamlessly integrate information from different organisms, thus clues gleaned from mouse models can be easily examined in studies involving human tumor specimens. For instance, genes differentially regulated in a mouse model of cancer can be selected and immediately examined in human datasets to determine whether they are expressed aberrantly in the corresponding human tumors. This database and software suite is constructed as an integrated set of modules so that additional genomic information, such as that derived from mutational profiling and proteomics, can also be incorporated and analyzed along with expression profiling data. 

e. Mutation Viewer
The identification of genetic alterations in human cancer, beginning with discoveries made using cytogenetic studies and progressing to those obtained through PCR-based molecular assays, has added immensely to our understanding of tumorigenesis. More recently, these discoveries have led to the development of new, highly effective therapeutic agents, thus a comprehensive analysis of genetic abnormalities in tumor cells has taken on new urgency. With high throughput DNA sequencing technology and the completion of the human genome, it is now possible to directly define genetic alterations at the nucleotide level, thus allowing for comprehensive surveys of tumor-specific mutations in large subsets of genes in a variety of tumor types. There is great translational potential with this experimental modality as proteins found to be frequent targets of functional mutations will be prime candidates for the development of rationally designed targeted therapeutic agents. To perform this type of analysis, access to a high capacity sequencing facility is obviously necessary.  Of equal importance, however, are software tools to perform accurate project tracking, analyze immense numbers of resulting sequence trace files, detect true mutations (as opposed to technical artifacts) in an automated fashion, and create visualizations for the end-user that will facilitate sequence data mining. We are therefore developing an automated sequencing analysis pipeline that uses a bar-coding system to track samples and primers throughout the process, utilizes the capacity of Washington University Genome Sequencing Center (WU-GSC) to perform high throughput sequencing, and automates the storage, analysis, and visualization of sequence data to facilitate the identification of genetic alterations.  Currently, a pilot system is being developed and has been initially implemented to generate and analyze 500,000 sequence traces from over two hundred prostate, breast, colon, lung and leukemia tumor specimens.  Our goal is to expand this resource, integrate it into caBIG, and make this process (including the sequencing capacity of the WU-GSC) available to other investigators who wish to conduct large, multi-institutional mutational profiling studies in cancer.

This process infrastructure will include further development of the following components of our re-sequencing pipeline:

1) Web-based submission of sample sets (e.g. tissues, DNAs) and selection of genes to sequence for each sample set. 

2) For genes not previously sequenced, automated primer design of selected genes using our custom implementation of the Primer3 software package and the automated extraction of reference mRNA or genomic sequences from RefSeq or Genome Assembly databases at the NCBI.  For genes previously sequenced in other samples or studies, primers will be recalled from a database of validated sequences including those we are testing in collaboration with Applied Biosystems.

3) Primer validation to ensure that predicted fragments are amplified and that high quality sequence traces (PHRED score >35 for >250 bases) are obtained from both primers.

4) Large scale re-sequencing conducted by the WU-GSC using bar coded samples and validated primers to ensure accurate tracking.

5) Automated mutation/polymorphism detection and confidence score assignments based on an artificial neural network algorithm.

6) Automated loading of analysis data into a set of Oracle 9i database tables.

7)
Visualization of the analysis in Mutation Viewer (MV) that is integrated into the Function Express (FE) suite and therefore linked to all of its gene annotation and microarray information.  The reference sequence for a particular gene serves as a scaffold upon which mutations/polymorphisms and protein motifs are “painted”. The genetic alterations identified are scanned against electronic SNP databases to detect commonly recognized polymorphisms, and categorized according to their location within functional domains.  The locations of the mutated proteins within various pathways will be visualized using links to BioCarta through FE.

iii. Relevant standards:  None
iv. UML schematics (if valid):  None
v. Size of project installed software base:  
1. 16,478 lines of code for CHIPDB Server
2. 19,737 lines of code for Chip Import Utility 
3. 22,144 lines of code for Web Tools
4. 27,063 lines of code for Function Express
5. 15,686 lines of code for Mutation Viewer
b. Development Environment (tools, languages, bug tracking, etc.):

Tools:  JBuilder, Eclipse, Borland Builder Enterprise Edition
Languages: Java (Core Java, Swing, XML, Servlets, JDBC), SQL, PL/SQL, C++, ODBC, ODAC, MyDAC
Bug Tracking:  Rational ClearQuest

Version control: Rational ClearCase, CVS

Build Tool: Ant

Database: Oracle 9i

7. Does the project make use of existing standards?  If so, what are they? (e.g. bioinformatics standards such as MIAME for microarrays, or software standards such as XML):  None
8. Does other software in the community meet this need?  Is this software open source?  Can it be harnessed?

Some software applications contain a subset of FE’s functionality.  Some software applications (e.g. polyphred, consed, SeqScape) contain a subset of MV’s functionality.  CHIPDB/CIU/Web Tools/FE/MV are open source.  They can be utilized anywhere on the internet to acquire annotations from our database in the current 2-tier system.

9. Points of possible interoperability with other caBIG systems (This might include communication with other caBIG databases, use of caCORE APIs, caBIG-compatible APIs, etc.)

FE/MV can use the annotations available through caBIO (e.g. BioCarta pathways) to expand its own annotation base.  Conversely, CHIPDB can deliver annotations which are not available in caBIO through multiple APIs.

10. What resources are proposed to achieve caBIG interoperability?

a. Developmental requirements

i. Software (re)engineering

1. RMI and web service based data and annotation delivery from CHIPDB- APIs for Java, SOAP, and HTTP-XML
2. Client-server (intranet- where data loads are high) and web service based (internet- where data loads may be lower) data and annotation acquisition in FE.
3. Utilization of future caBIG grid services (e.g. normalization, clustering, etc.) to pipeline workflows for microarray/mutational profiling analysis
4. UML-based software design, implementation, testing, and refinement process
ii. Standards adoption

1. MIAME Standards/MAGE-ML via MAGE-OM

2. Ontologies/Vocabularies for sample descriptions, etc. from NCICB Enterprise Vocabulary System

3. XML for data interchange

iii. Platform migration

1. Currently PC-based.  Expand to include Linux.

b. Infrastructure

i. Facilities

1. Server Upgrades

2. Test machine (PC with Linux)
3. Programmer Workstations

4. Video Conference Communications Costs/Upgrades
5. Travel

ii. Management Tools

1. Microsoft Project

2. Rational Rose/Quava

3. Rational ClearCase, CVS

4. Rational ClearQuest

5. JBuilder, C++ Builder, Ant

6. RDBMS (e.g. Oracle)
7. Application Server (e.g. Oracle 9iAS)

iii. Personnel

1. 1 Architect (From Architecture Workspace and shared with Tissue Banks and Pathology Tools Workspace)

2. 1 DBA Administrator (50%- Shared with Tissue Banks and Pathology Tools Workspace) 

3. 1 Software Project Manager (50%- Shared with Tissue Banks and Pathology Tools Workspace)

4. 4 Programmers
11. Draft 12-month work plan, with milestones to achieve caBIG interoperability.

Here is a 12-month work plan starting 15th March 2004 with 7 personnel: 1 Architect (50%), 1 Manager (50%), 1 DBA (50%), and 4 Programmers (one each for Server, WebTools, Function Express Client and Mutation Viewer). Milestones are shaded.

	ID
	Task Name
	Duration
	Start

Date
	Finish

Date
	Resource

Names

	1
	caBIG interoperability
	311 days
	Mon 3/15/04
	Mon 5/23/05
	 

	2
	Investigate caBIO architecture and API
	20 days
	Mon 3/15/04
	Fri 4/9/04
	Manager,Architect

	3
	Server
	311 days
	Mon 3/15/04
	Mon 5/23/05
	 

	4
	Requirements Analysis
	56 days
	Mon 3/15/04
	Mon 5/31/04
	 

	5
	Identify requirements
	36 days
	Mon 3/15/04
	Mon 5/3/04
	 

	6
	Fetching Annotation Data from caBIG
	8 days
	Mon 3/15/04
	Wed 3/24/04
	Manager,Architect,

Programmer1

	7
	Integrating Ontologies/Vocabularies from caBIG
	8 days
	Thu 3/25/04
	Mon 4/5/04
	Manager,Architect,

Programmer1

	8
	Notification Framework
	5 days
	Tue 4/6/04
	Mon 4/12/04
	Programmer1

	9
	Evaluate Standards
	10 days
	Tue 4/13/04
	Mon 4/26/04
	 

	10
	MIAME Standards/MAGE-ML via MAGE-OM
	10 days
	Tue 4/13/04
	Mon 4/26/04
	Manager,Architect

	11
	Identify annotation from other nodes
	5 days
	Tue 4/27/04
	Mon 5/3/04
	Manager,Architect,

Programmer1

	12
	Come up with UML based Use Cases
	15 days
	Tue 5/4/04
	Mon 5/24/04
	Architect

	13
	Review with Workspace
	5 days
	Tue 5/25/04
	Mon 5/31/04
	Architect

	14
	Milestone: Complete Requirements of Server
	0 days
	Mon 5/31/04
	Mon 5/31/04
	 

	15
	System Design
	85 days
	Tue 6/1/04
	Mon 9/27/04
	 

	16
	Design database schema 
	15 days
	Tue 6/1/04
	Mon 6/21/04
	Manager,Architect,

DBA

	17
	Plan for moving existing data to conform to new schema
	15 days
	Tue 6/22/04
	Mon 7/12/04
	Manager,Programmer1,

DBA

	18
	Modify design of Scientific applications to use new schema
	30 days
	Tue 7/13/04
	Mon 8/23/04
	Programmer1,

Programmer2,

Programmer3

	19
	Design caBIG Interfaces
	10 days
	Tue 8/24/04
	Mon 9/6/04
	Manager,Architect

	20
	Design Java, SOAP APIs for our data
	10 days
	Tue 9/7/04
	Mon 9/20/04
	Manager,Architect

	21
	Review with Workspace
	5 days
	Tue 9/21/04
	Mon 9/27/04
	Architect

	22
	Milestone: Complete System Design for Server 
	0 days
	Mon 9/27/04
	Mon 9/27/04
	 

	23
	Implementation
	140 days
	Tue 9/28/04
	Mon 4/11/05
	 

	24
	Implement ETL for new annotation sources
	60 days
	Tue 9/28/04
	Mon 12/20/04
	Programmer1

	25
	Interface for data update notification
	20 days
	Tue 12/21/04
	Mon 1/17/05
	Programmer1

	26
	Implement Standard Adoption (e.g. MIAME)
	60 days
	Tue 1/18/05
	Mon 4/11/05
	Programmer1

	27
	Testing
	20 days
	Tue 4/12/05
	Mon 5/9/05
	 

	28
	Unit Testing
	10 days
	Tue 4/12/05
	Mon 4/25/05
	Programmer1

	29
	Integration Testing
	10 days
	Tue 4/26/05
	Mon 5/9/05
	Programmer1

	30
	Deployment
	10 days
	Tue 5/10/05
	Mon 5/23/05
	Programmer1

	31
	Milestone: Complete Server interoperability
	0 days
	Mon 5/23/05
	Mon 5/23/05
	 

	32
	Middleware
	226 days
	Mon 3/15/04
	Mon 1/24/05
	 

	33
	Requirement Analysis
	28 days
	Mon 3/15/04
	Wed 4/21/04
	 

	34
	Identify requirements for n-tier architecture
	10 days
	Mon 3/15/04
	Fri 3/26/04
	Manager,Architect

	35
	Evaluate caBIG standard
	10 days
	Mon 3/29/04
	Fri 4/9/04
	Manager,Architect

	36
	Review with Workspace
	8 days
	Mon 4/12/04
	Wed 4/21/04
	Architect

	37
	Milestone: Complete Requirements for Middleware
	0 days
	Wed 4/21/04
	Wed 4/21/04
	 

	38
	System Design
	88 days
	Thu 4/22/04
	Mon 8/23/04
	 

	39
	Modification of existing architecture
	30 days
	Thu 4/22/04
	Wed 6/2/04
	 

	40
	UML and MVC design paradigm based architecture
	30 days
	Thu 4/22/04
	Wed 6/2/04
	Manager,Architect,

Programmer2

	41
	Design middle tier objects
	30 days
	Thu 6/3/04
	Wed 7/14/04
	 

	42
	Core system objects, Common objects and Application specific objects
	30 days
	Thu 6/3/04
	Wed 7/14/04
	Manager,Architect,

Programmer2

	43
	Design caBIG Interfaces
	10 days
	Thu 7/15/04
	Wed 7/28/04
	Manager,Architect

	44
	Deisign Third Party Interfaces
	10 days
	Thu 7/29/04
	Wed 8/11/04
	Manager,Architect

	45
	Review with Workspace
	8 days
	Thu 8/12/04
	Mon 8/23/04
	Architect

	46
	Milestone: Complete Design for Middleware
	0 days
	Mon 8/23/04
	Mon 8/23/04
	 

	47
	Implementation
	80 days
	Tue 8/24/04
	Mon 12/13/04
	 

	48
	Implement Middle tier Objects
	30 days
	Tue 8/24/04
	Mon 10/4/04
	Programmer2

	49
	Implement Web Services
	30 days
	Tue 10/5/04
	Mon 11/15/04
	Programmer2

	50
	Implement Security feature
	20 days
	Tue 11/16/04
	Mon 12/13/04
	Programmer2

	51
	Testing
	20 days
	Tue 12/14/04
	Mon 1/10/05
	Programmer2

	52
	Deployment
	10 days
	Tue 1/11/05
	Mon 1/24/05
	Programmer2

	53
	Milestone: Complete Middle tier interoperability
	0 days
	Mon 1/24/05
	Mon 1/24/05
	 

	54
	Client (Function Express and Mutation Viewer applications)
	277 days
	Mon 3/15/04
	Tue 4/5/05
	 

	55
	Function Express Client
	201 days
	Mon 3/15/04
	Mon 12/20/04
	 

	56
	Requirement Analysis
	28 days
	Mon 3/15/04
	Wed 4/21/04
	 

	57
	Identify requirements 
	10 days
	Mon 3/15/04
	Fri 3/26/04
	Programmer3,Manager,

Architect

	58
	Evaluate Standards
	10 days
	Mon 3/29/04
	Fri 4/9/04
	Programmer3,Manager,

Architect

	59
	Review with Workspace
	8 days
	Mon 4/12/04
	Wed 4/21/04
	Architect

	60
	Milestone: Complete Requirements for FE Client
	0 days
	Wed 4/21/04
	Wed 4/21/04
	Programmer3

	61
	System Design
	68 days
	Thu 4/22/04
	Mon 7/26/04
	 

	62
	Data exchange using XML
	20 days
	Thu 4/22/04
	Wed 5/19/04
	Programmer3,Manager,

Architect

	63
	Architecture for Object Relation mapping 
	20 days
	Thu 5/20/04
	Wed 6/16/04
	Manager,Architect

	64
	Interface design for Web Services
	10 days
	Thu 6/17/04
	Wed 6/30/04
	Manager,Architect

	65
	Modify existing Architecture and Use Cases
	10 days
	Thu 7/1/04
	Wed 7/14/04
	Programmer3

	66
	Review with Workspace
	8 days
	Thu 7/15/04
	Mon 7/26/04
	Architect

	67
	Milestone: Complete Design for FE Client
	0 days
	Mon 7/26/04
	Mon 7/26/04
	 

	68
	Implementation
	55 days
	Tue 7/27/04
	Mon 10/11/04
	 

	69
	Implement DAO layer
	20 days
	Tue 7/27/04
	Mon 8/23/04
	Programmer3

	70
	Implement Web Service Interface
	20 days
	Tue 8/24/04
	Mon 9/20/04
	Programmer3

	71
	Implement other third party interfaces
	15 days
	Tue 9/21/04
	Mon 10/11/04
	Programmer3

	72
	Testing
	30 days
	Tue 10/12/04
	Mon 11/22/04
	Programmer3

	73
	Deployment
	20 days
	Tue 11/23/04
	Mon 12/20/04
	Programmer3

	74
	Milestone: Complete adoption of FE Client
	0 days
	Mon 12/20/04
	Mon 12/20/04
	 

	75
	Chip Import Utility (CIU) Client
	153 days
	Tue 7/27/04
	Thu 2/24/05
	 

	76
	Requirement Analysis
	20 days
	Tue 7/27/04
	Mon 8/23/04
	Manager,Architect

	77
	System Design
	68 days
	Tue 8/24/04
	Thu 11/25/04
	 

	78
	Schema changes for adoption to standards
	20 days
	Tue 8/24/04
	Mon 9/20/04
	Manager,Architect,DBA

	79
	Data exchange using XML
	20 days
	Tue 9/21/04
	Mon 10/18/04
	Manager,Architect

	80
	Architecture for Object Relation mapping 
	20 days
	Tue 10/19/04
	Mon 11/15/04
	Manager,Architect

	81
	Review with Workspace
	8 days
	Tue 11/16/04
	Thu 11/25/04
	Architect

	82
	Milestone: Complete Requirements for CIU
	0 days
	Thu 11/25/04
	Thu 11/25/04
	 

	83
	Implementation
	30 days
	Fri 11/26/04
	Thu 1/6/05
	Programmer3

	84
	Testing
	20 days
	Fri 1/7/05
	Thu 2/3/05
	Programmer3

	85
	Deployment
	15 days
	Fri 2/4/05
	Thu 2/24/05
	Programmer3

	86
	Milestone: Complete CIU Interoperability
	0 days
	Thu 2/24/05
	Thu 2/24/05
	 

	87
	Mutation Viewer Client
	176 days
	Mon 3/15/04
	Mon 11/15/04
	 

	88
	Requirement Analysis
	28 days
	Mon 3/15/04
	Wed 4/21/04
	 

	89
	Identify requirements 
	10 days
	Mon 3/15/04
	Fri 3/26/04
	Programmer4

	90
	Evaluate Standards
	10 days
	Mon 3/29/04
	Fri 4/9/04
	Programmer4

	91
	Review with Workspace
	8 days
	Mon 4/12/04
	Wed 4/21/04
	Programmer4

	92
	Milestone: Complete Requirements for Mutation Viewer
	0 days
	Wed 4/21/04
	Wed 4/21/04
	Programmer4

	93
	System Design
	148 days
	Thu 4/22/04
	Mon 11/15/04
	 

	94
	Data exchange using XML
	20 days
	Thu 4/22/04
	Wed 5/19/04
	Manager,Architect

	95
	Architecture for Object Relation mapping 
	20 days
	Thu 5/20/04
	Wed 6/16/04
	Manager,Architect

	96
	Modify existing Architecture and Use Cases
	10 days
	Thu 6/17/04
	Wed 6/30/04
	Programmer4

	97
	Review with Workspace
	10 days
	Thu 7/1/04
	Wed 7/14/04
	Architect

	98
	Milestone: Complete Design for Mutation Viewer
	0 days
	Thu 7/15/04
	Mon 7/25/04
	 

	99
	Implementation
	40 days
	Tue 7/27/04
	Mon 9/20/04
	 

	100
	Implement DAO layer
	20 days
	Tue 7/27/04
	Mon 8/23/04
	Programmer4

	101
	Implement Web Service Interface
	20 days
	Tue 8/24/04
	Mon 9/20/04
	Programmer4

	102
	Testing
	20 days
	Tue 9/21/04
	Mon 10/18/04
	Programmer4

	103
	Deployment
	20 days
	Tue 10/19/04
	Mon 11/15/04
	Programmer4

	104
	Milestone: Mutation Viewer Interoperability
	0 days
	Mon 11/15/04
	Mon 11/15/04
	 

	105
	Web Tool Client
	101 days?
	Tue 11/16/04
	Tue 4/5/05
	 

	106
	Requirement Analysis
	10 days
	Tue 11/16/04
	Mon 11/29/04
	Programmer4

	107
	System Design
	30 days
	Tue 11/30/04
	Mon 1/10/05
	Programmer4

	108
	Implementation
	30 days
	Tue 1/11/05
	Mon 2/21/05
	Programmer4

	109
	Testing
	20 days
	Tue 2/22/05
	Mon 3/21/05
	Programmer4

	110
	Deployment
	10 days
	Tue 3/22/05
	Mon 4/4/05
	Programmer4

	111
	Milestone: Complete Web Tools Interoperability
	0 days
	Tue 4/5/05
	Tue 4/5/05
	 


