caBIG Workspace Developer Project Form

Developers, please complete this form in advance of the caBIG kickoff meeting and return by e-mail to adamsm@mail.nih.gov.  Completed forms will be made available to all participants in advance of the meeting to enhance workspace discussions.  During our conversations with you, we expressed the aspect of your program that we would like you to develop in the first year of the caBIG pilot; it is this we are asking you to address  - here and in your presentation.

1.  Sponsoring Cancer Center  Siteman Cancer Center

2.  Workspace  Tissue Banks and Pathology Tools

3.  Project or Activity  
1. CaTIS Sample Tracking Database  

2. VGSR- Virtual Genomic Sample Repository

4.  Workspace needs the project meets

1. CaTIS is a local solution for specimen bank data management.  Particular emphasis has been placed on the data elements and functionality associated with QA and distribution of derivative samples obtained from human specimens (DNA, RNA, protein lysates, cDNA array features, tissue microarray features).  This tool could provide a system for adopters to track specimen utilization to multiple scientific projects.  In conjunction with tools such as Function Express and Mutation Viewer developed by our group in the Integrated Cancer Tools workspace, CaTIS (or a system based on this architecture) could provide a critical tool to link clinical/pathological and molecular/genetic data spaces.
2. As high-throughput technologies for analyzing the genome, transcriptome, and proteome become increasing available, access to large collections of highly annotated molecular samples has become critical.  A significant limitation of most existing tissue bank databases is that data generated from correlative science studies using specimen collections is rarely linked back to individual specimens in the database.  For example, while it may be possible for investigators to utilize the Gene Expression Omnibus (GEO) to mine gene expression data generated from tumor specimens, it would be very difficult to request additional material corresponding to specific specimens represented in a given data set that fulfill given molecular criteria.  Since new DNA and RNA amplification strategies allow for small amounts of sample to be used for multiple studies, it should be feasible for a well organized specimen network to provide any given sample not only for a primary clinical correlative study, but also for additional studies spawned from results and hypothesis generation resulting from the initial study.  For example, a specimen informatics network should allow investigators to query not just for T2N0 non-small cell lung adenocarcinoma specimens, but for T2N0 non-small cell lung adenocarcinoma specimens with known p16 promoter methylation and corresponding and readily available gene expression profile data.  The Virtual Genomic Sample Repository (VGSR) is a proposal to create a molecularly annotated, virtual specimen repository (the “next generation” of tumor bank) that is linked to data derived from studies previously conducted on the specimens.  We do not propose a central facility to store and distribute specimens, but rather a data network that would allow participating members to share specimens and associated genomic data with each other.  Such a data network would be an important resource for caBIG that could stimulate even more sophisticated translational cancer research studies. 

5.  Stage of project maturity (Conceptual, early beta, regular end-user use at parent center, regular use in the community)

1. CaTIS has been in use for five years at our Cancer Center’s Tumor Repository.  It is currently in major revision 4.0.

2. VGSR is conceptual only, but will be based on many of the basic components in CaTIS.

6.  Technical details of Tools

a. Software Architecture (These will likely be preliminary)

i. System design

1. CaTIS is currently implemented using MS Access2000 on a non-networked Win2000 workstation.
2. In concept, VGSR would be housed in an enterprise-level relational database management system (e.g. Oracle, DB2, Sybase, MySQL, etc.) and this data would be served to the end user using JSP-mediated web pages. 
ii. Component details

1. CaTIS primary relational data tables include: PATIENT, ADMISSION, SPECIMEN, PATH_DATA, SAMPLE, ARRAY, DISTRIBUTIONS, and are designed to capture basic demographic data, pathology data, and sample processing and distribution data.  Other tables such as: INSTITUTION, STUDY, IRB, SPECIMEN_TYPE, SAMPLE_TYPE, PROCESS, TISSUE_SITE, CANCER_TYPE,  and PATH_DX provide controlled data values to populate primary data tables.  A series of data entry forms:  PATIENT_ACCESSION, SPECIMEN_REVIEW, SAMPLE_ACCESSION, SAMPLE_DISTRIBUTION, TISS_ARRAY, NA_ARRAY provide customized data entry and retrieval based upon specific work functions.  A set of pre-defined queries also provide access to most frequently requested data and print reports and sample labels associated with specific tasks.
2. VGSR would consist of three components.  First, a centralized database server that would warehouse all data and allow web-based querying by registered users.  Second, a web-based registration system that would allow samples to be registered into the system by sample providers.  Third, a system to allow end-users to directly upload or link scientific results from samples into the VGSR database.
iii. Relevant standards

1. CaTIS utilizes local pathology data elements, but will migrate to Pathology CDEs utilizing the EVS defined with caBIG.

2. VGSR would utilize all CDEs developed in the caBIG Vocabularies and Controlled Data Elements Workspace.

iv. UML schematics (if valid)  N/A.
v. Size of project installed software base N/A.
b. Development Environment (tools, languages, bug tracking, etc.)  MS Acess; VBasic
7.  Does the project make use of existing standards?  If so, what are they?  N/A

(e.g. bioinformatics standards such as MIAME for microarrays, or software standards such as XML)

8. Does other software in the community meet this need?  Is this software open source?  Can it be harnessed?

Many other database systems and tools exist for tissue banking and pathology review.  However, very few have added functionality for nucleic acid and molecular sample tracking, distribution, and research follow-up.  Most systems end at the level of the biospecimen and it’s exit from the specimen bank.  CaTIS (an institutional scale system) and VGSR (an intermural system) would provide a system to gather genomic sample availability and research data from multiple sites.

9.  Points of possible interoperability with other caBIG systems

(This might include communication with other caBIG databases, use of caCORE APIs, caBIG-compatible APIs, etc.)

CaTIS will be re-engineered to link with more extensive pathology databases and clinical trial databases using existing APIs (e.g. in caBIO) and will implement CDEs (and underlying controlled vocabularies) defined by caBIG Vocabularies Workspace.  As is now occurring at our institution, CaTIS will be also engineered with appropriate APIs (Java, SOAP, HTTP-XML) to transfer sample pathology and tracking data to systems such as CHIPDB (our integrated database for storing functional genomic data sets, gene annotation, tissue histopathology, and clinical parameters) that can be used with tools developed by the Integrative Cancer Tools Workspace.  VGSR would integrate with all relevant caBIG modules.

10.  What resources are proposed to achieve caBIG interoperability?

a. Developmental requirements

i. Software (re)engineering

1. Upgrade CaTIS with appropriate data security schemes and JAVA code so that it can operate in a web server environment and any back-end database.
2. VGSR will be designed from the ground up and therefore, will not require re-engineering.
ii. Standards adoption

1. Adopt caBIG CDEs for pathology and molecular data fields. Use XML based data interchange.

2. VGSR will adopt all Vocabularies and Controlled Data Elements standards put forth by caBIG Workspaces.  Additional CDEs and standards for molecular samples will also need to be developed.

iii. Platform migration

1. Migrate CaTIS from AccessDB to open back-end database connectivity.

2. No platform migration needed for VGSR.


b.
Infrastructure

i.
Facilities

1.  CaTIS currently operates in the local specimen bank environment.  A commercial-grade version of CaTIS will be initially tested on site, populated with existing data from our own sample repository.  Similarly, the VGSR system could be an initial pilot in our own institution as we have a large number of existing samples linked to multiple forms of datasets.  Both CaTIS (if adopter sites are interested) and VGSR (for adopter sites with molecular sample inventories) will be rapidly deployed to multiple institutions to test cross-institutional compatibility.

ii.
Management tools

1. Dedicated hardware (server) for VGSR System would also serve as a test site for commercialized CaTIS product.

2. Programmer workstations to support scaled-up bioinformatics support.

3. Software would include production tools and project planning instruments (Rational Rose/XDE, ClearCase (CVS), ClearQuest, J Builder, C++ Builder) and RDMS (Oracle 9i, DB2,MSSQL,etc.).

iv. Personnel

1. 1 Architect (shared with Architect WorkSpace)

2. 1 Project Manager (shared with Integrative Tools Workspace)

3. 1 DBA (shared with Integrative Tools Workspace)

4. 2 Programmers

11.  Draft 12-month work plan, with milestones to achieve caBIG interoperability.

Re-engineering of CaTIS database will be performed in months 1-12.  This will involved numerous upgrades already conceived by our group (most of which involve “commercializing” the tool, making it platform independent, and posting it in a secure web server environment).  Equally important will be input from other adopters with regard to their needs and capabilities.  The first milestone will be a new system which is fully functional on-site with a second milestone being successful adoption and utilization of the system at other sites.

The VGSR project will proceed over a three year period, with much of the initial goal / policy setting and architecture design occurring in months 1-12:

1. Consensus Building.  Members of the workspace together with input from other potential sources such as the NCI’s Intergroup Specimen Banking Committee will develop guidelines for the VGSR network.  IRB, material transfer, sample ownership, and governance concerns will need to be addressed (the largest foreseeable obstacle for this project) and include guidelines for what specimens and/or facilities can be entered into the network and who, when, and how other investigators can access network specimens.  QA parameters and QC mechanisms must be developed and mandated for network specimens and issues related to IRB- and HIPPA-compliance to protect patient confidentiality must be addressed.  (Time Line:  months 1-8).

2. Data Structure.  A web-based data entry and retrieval system will be built.  A list of critical common data elements will be enumerated and incorporated into the database.  Integration of VGSR with other data sources from caBIO (e.g. registration of specimen histological images with caIMAGE) will be part of the design process. Data entry and retrieval will be tested for accessibility from the end-user perspective. (Time Line:  months 4-12).

Following this initial 12 month period:

3. Data Population.  Adopter institutions will populate the database with specimens that are tied to genomics data and that are available for distribution.  As a model, our institution will submit samples utilized for mutation profiling and gene expression studies to the network and make them available for additional studies, subject to the guidelines developed in stage 1 above.  As the database is populated, the measures needed for proper maintenance of the database will be determined. (Time Line:  months 13-18).

4. Utilization.  Once the repository is populated with sufficient numbers of specimens, pilot projects between member institutions will test the accessibility and utility of the resource.  Solutions for difficulties encountered (e.g. a specimen registered to the network was, in fact, not available for use) will be proposed and guidelines for use (stage 1) or data infrastructure (stage 2) will be appropriately modified.  (Time Line:  months 18-36).

5. Deployment.  Once the VGSR has been tested with members of the initial caBIG working group, the network will be opened (for specimen registration and specimen access) to other institutions.  As the number of participating members grows, guidelines and/or data structure will be continually optimized (Time Line:  months 36 and on).

Detailed TimeLine :

	ID
	Task_Name
	Duration
	Start_Date
	Finish_Date
	Predecessors
	Resource_Names

	1
	Tissue Banking
	625 days
	Mon 4/5/04
	Wed 6/15/05
	 
	 

	2
	CaTIS
	315 days
	Mon 4/5/04
	Wed 11/10/04
	 
	 

	3
	CaBIO interoperable and CDE compliant CaTIS Data Model
	140 days
	Mon 4/5/04
	Fri 7/9/04
	 
	 

	4
	Requirements Analysis
	40 days
	Mon 4/5/04
	Fri 4/30/04
	 
	Architect

	5
	Design and review
	30 days
	Mon 5/3/04
	Fri 5/21/04
	4
	Architect,Programmer1,DBA

	6
	Implementation
	40 days
	Mon 5/24/04
	Fri 6/18/04
	5
	Programmer1

	7
	Testing
	30 days
	Mon 6/21/04
	Fri 7/9/04
	6
	Programmer1

	8
	Release
	0 days
	Fri 7/9/04
	Fri 7/9/04
	7
	Programmer1

	9
	Data Migration from AccessDB to the new data model
	145 days
	Mon 5/24/04
	Wed 9/1/04
	 
	 

	10
	Requirements Analysis
	25 days
	Mon 5/24/04
	Wed 6/9/04
	5
	Architect

	11
	Design and review
	20 days
	Mon 7/12/04
	Fri 7/23/04
	10,8
	Architect,Programmer1,DBA

	12
	Implementation
	35 days
	Mon 7/26/04
	Wed 8/18/04
	11
	Programmer1

	13
	Testing
	20 days
	Wed 8/18/04
	Wed 9/1/04
	12
	Programmer1

	14
	Release
	0 days
	Wed 9/1/04
	Wed 9/1/04
	13
	Programmer1

	15
	Exposing the data model through middletier API (RMI/SOAP/HTTP)
	220 days
	Wed 6/9/04
	Wed 11/10/04
	 
	 

	16
	Requirements Analysis
	35 days
	Wed 6/9/04
	Fri 7/2/04
	10
	Architect

	17
	Design and review
	30 days
	Wed 9/1/04
	Wed 9/22/04
	16,14
	Architect,DBA,Programmer1

	18
	Implementation
	40 days
	Wed 9/22/04
	Wed 10/20/04
	17
	Programmer1

	19
	Testing
	30 days
	Wed 10/20/04
	Wed 11/10/04
	18
	Programmer1

	20
	Release
	0 days
	Wed 11/10/04
	Wed 11/10/04
	19
	Programmer1

	21
	VGSR
	585 days
	Mon 5/3/04
	Wed 6/15/05
	 
	 

	22
	VGSR Data Model
	140 days
	Mon 5/3/04
	Fri 8/6/04
	 
	 

	23
	Requirements Analysis
	40 days
	Mon 5/3/04
	Fri 5/28/04
	4
	Architect

	24
	Design and review
	30 days
	Mon 5/31/04
	Fri 6/18/04
	23
	Architect,Programmer2,DBA

	25
	Implementation
	40 days
	Mon 6/21/04
	Fri 7/16/04
	24
	Programmer2

	26
	Testing
	30 days
	Mon 7/19/04
	Fri 8/6/04
	25
	Programmer2

	27
	Release
	0 days
	Fri 8/6/04
	Fri 8/6/04
	26
	Programmer2

	28
	HTTP based Interface for submission and retrieval
	195 days
	Mon 5/24/04
	Wed 10/6/04
	 
	 

	29
	Requirements Analysis
	30 days
	Mon 5/24/04
	Fri 6/11/04
	5
	Architect

	30
	Design and review
	25 days
	Mon 8/9/04
	Wed 8/25/04
	29,27
	Architect,DBA,Programmer2

	31
	Implementation
	35 days
	Wed 8/25/04
	Fri 9/17/04
	30
	Programmer2

	32
	Testing
	25 days
	Mon 9/20/04
	Wed 10/6/04
	31
	Programmer2

	33
	Release
	0 days
	Wed 10/6/04
	Wed 10/6/04
	32
	Programmer2

	34
	Integration with extra-mural nodes like caIMAGE
	270 days
	Wed 6/9/04
	Wed 12/15/04
	 
	 

	35
	Requirements Analysis
	40 days
	Wed 6/9/04
	Wed 7/7/04
	10
	Architect

	36
	Design and review
	30 days
	Wed 10/6/04
	Wed 10/27/04
	35,33
	Architect,DBA,Programmer2

	37
	Implementation
	40 days
	Wed 10/27/04
	Wed 11/24/04
	36
	Programmer2

	38
	Testing
	30 days
	Wed 11/24/04
	Wed 12/15/04
	37
	Programmer2

	39
	Release
	0 days
	Wed 12/15/04
	Wed 12/15/04
	38
	Programmer2

	40
	 
	 
	 
	 
	 
	 

	41
	Data Population
	90 days
	Wed 12/15/04
	Wed 2/16/05
	 
	 

	42
	By the SCC node data
	30 days
	Wed 12/15/04
	Wed 1/5/05
	39
	 

	43
	By external nodes data
	60 days
	Wed 1/5/05
	Wed 2/16/05
	42
	 

	44
	Testing the Infrastructure
	100 days
	Wed 2/16/05
	Wed 4/27/05
	 
	 

	45
	Problem Identification and their solutions
	60 days
	Wed 2/16/05
	Wed 3/30/05
	43
	 

	46
	Guidelines for usage and data infrastructure
	40 days
	Wed 3/30/05
	Wed 4/27/05
	45
	 

	47
	Deploying the Infrastructure
	70 days
	Wed 4/27/05
	Wed 6/15/05
	 
	 

	48
	Deployment across all the nodes
	70 days
	Wed 4/27/05
	Wed 6/15/05
	46
	 


